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ABSTRACT
Purpose: This study explores how conversational intelligence (Cl) in Al-powered chatbots affects
customer satisfaction (CS) and customer loyalty (CL), with trust (TR) serving as a mediating factor. It
aims to explain how chatbots that communicate with empathy, contextual awareness, and human-like
responsiveness foster emotional connection and sustained relationships in digital service environments.

Design / Methodology / Approach: Anchored in Expectancy-Confirmation Theory and the
Commitment-Trust Theory of Relationship Marketing, the research employed a quantitative cross-
sectional approach. Data were collected from 500 postgraduate management students who regularly
interact with Al chatbots such as Amazon Alexa, Swiggy, and Paytm. A structured questionnaire assessed
Cl, TR, CS, and CL using validated five-point Likert scales. Data were analysed using SPSS, employing
reliability and validity assessments, Pearson correlation, simple linear regression, and independent-
samples t-tests to examine the hypothesized relationships.

Findings: The measurement model demonstrated high internal consistency (a = .953-.964) and strong
construct validity (KMO = .955; Bartlett's x> = 9820, p < .001). Regression results indicated that Cl
significantly influences CS (B = 0.75, R? = 0.56, p < .001). Trust and loyalty were strongly correlated (r =
0.63, p <.001), and users with higher satisfaction displayed greater loyalty (AM = 1.28, t(498) = -14.01, p <
.001).

Practical Implications and Value: The findings highlight that emotionally intelligent and transparent
chatbot interactions enhance satisfaction, build trust, and promote long-term loyalty. The study enriches
service literature by confirming that conversational intelligence drives loyalty through trust and satisfaction,
emphasizing the role of empathy and cognition in Al-customer relationships.

Keywords: Conversational Intelligence; Artificial Intelligence; Chatbots; Trust; Customer
Satisfaction; Customer Loyalty; Relationship Marketing; Digital Customer Experience.

INTRODUCTION

Artificial Intelligence (Al) technologies are redefining service management by enabling instant, adaptive,
and cost-effective communication between firms and customers. Among Al applications, chatbots have
emerged as integral touchpoints that handle customer inquiries, transactions, and complaints without
human intervention. For service-oriented industries, chatbots offer significant advantages in scalability and
availability; however, their true value extends beyond operational efficiency to relational engagement and
customer experience (Huang & Rust, 2021).
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The shift from automation to emotional engagement introduces the concept of conversational
intelligence—the chatbot’s ability to understand context, respond empathetically, and maintain natural
dialogue. Conversationally intelligent chatbots enhance the perception of service quality by replicating
human-like interactions that foster customer satisfaction and trust (Gnewuch et al., 2018).

Despite the widespread adoption of chatbots, research has not sufficiently addressed the emotional
mechanisms underlying user satisfaction and loyalty. Many firms deploy Al for efficiency, overlooking its
role in shaping psychological comfort and relational trust. This study seeks to address this gap by exploring
how conversational intelligence influences satisfaction and loyalty, emphasizing the mediating role of trust
among digitally active consumers.

LITERATURE REVIEW

Artificial intelligence (Al) has revolutionized customer service by introducing intelligent chatbots that
simulate human conversation and enhance user experience. Adam, Wessel, and Benlian (2021) examined
how Al-driven chatbots affect customer satisfaction, noting that their ability to provide quick, personalized,
and context-aware responses fosters a sense of engagement and convenience. However, they also
observed that customer trust and perceived authenticity are crucial for sustaining satisfaction and long-term
usage.

The foundation for understanding user acceptance of technology lies in Davis’'s (1989) Technology
Acceptance Model (TAM), which asserts that perceived usefulness and perceived ease of use are key
determinants of technology adoption. When customers find chatbots easy to interact with and helpful in
resolving issues, their acceptance levels rise, contributing to a positive service experience. Expanding on
this concept, Gefen, Karahanna, and Straub (2003) integrated trust into TAM, emphasizing that customer
confidence in online systems enhances both acceptance and continued engagement.

Trust has long been recognized as a cornerstone of successful relationships. Morgan and Hunt's (1994)
commitment-trust theory highlights that trust and commitment are essential for building lasting customer
relationships. In Al contexts, these principles apply to the perceived reliability and integrity of chatbot
interactions. McKnight, Choudhury, and Kacmar (2011) further advanced this understanding by identifying
different forms of trust—dispositional, situational, and interpersonal—within e-commerce, demonstrating
that users extend similar trust judgments to Al agents as they do to human representatives.

Customer satisfaction and loyalty remain central themes in marketing research. Oliver (1980)
conceptualized satisfaction as a psychological state that arises from comparing expected and actual
performance. When services exceed expectations, customers tend to develop loyalty toward the brand.
Dick and Basu (1994) expanded this perspective, proposing that loyalty consists of both attitudinal and
behavioural components, and that satisfaction must be reinforced through trust and consistent value
delivery to generate repeat patronage.

The quality-of-service delivery also plays a decisive role in shaping satisfaction and loyalty. Parasuraman,
Zeithaml, and Berry (2005) identified five key dimensions—reliability, responsiveness, assurance, empathy,
and tangibility—that together form the SERVQUAL model, a widely applied framework for assessing
service quality. Later, Zeithaml, Berry, and Parasuraman (1996) empirically demonstrated that high
perceived service quality leads to positive behavioural outcomes, including retention and advocacy. When
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applied to chatbots, these dimensions correspond to timely responses, emotional resonance, and the ability
to provide accurate and context-relevant information.

In the context of Al services, Huang and Rust (2021) argue that the role of Al has evolved from performing
routine tasks to creating adaptive and emotionally intelligent experiences that strengthen human-machine
interaction. Similarly, Gnewuch, Morana, and Maedche (2018) emphasize the need to design social
conversational agents capable of demonstrating empathy, contextual understanding, and natural
dialogue—factors that improve perceived human-likeness and satisfaction.

Collectively, the reviewed studies converge on the understanding that customer satisfaction in Al-based
service environments depends on a synergy between technology acceptance, trust, and perceived service
quality. Trust serves as a vital bridge connecting technological efficiency (Davis, 1989) and emotional
engagement (Oliver, 1980; Dick & Basu, 1994). The success of Al chatbots lies not merely in automating
responses but in fostering credible, empathetic, and consistent interactions that align with users’
expectations (Morgan & Hunt, 1994; Adam et al., 2021).

CONCEPTUAL FRAMEWORK

The conceptual framework illustrates the relationship between conversational intelligence (Cl), trust
(TR), customer satisfaction (CS), and customer loyalty (CL) in Al-based chatbot interactions.
Conversational intelligence—referring to a chatbot’s ability to understand context, respond empathetically,
and communicate naturally—serves as the primary antecedent influencing customer satisfaction. When
users perceive chatbot interactions as human-like and emotionally responsive, their satisfaction increases.
Trust functions as a key mediating variable, bridging satisfaction and loyalty by reinforcing confidence in
the chatbot's reliability, data security, and ethical behavior. Higher satisfaction and stronger trust
collectively lead to customer loyalty, reflected in repeat usage and positive word-of-mouth. The framework
aligns with the study’s objectives: to assess how Cl affects CS, to examine the relationship between TR
and CL, and to determine whether higher satisfaction results in greater loyalty. It emphasizes that effective
chatbot design combines technological efficiency with emotional and relational intelligence.

Conversational
Intelligence (CI)

Positive
Effect

Customer
Satisfaction (CS)

Mediated by
Trust

Trust
(TR)

Positive
Effect

Customer
Loyalty (CL)

STATEMENT OF THE PROBLEM
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Although Al chatbots are widely used for service automation, customers often express frustration when
interactions feel impersonal or lack empathy. Such experiences can erode satisfaction and trust, reducing
long-term loyalty. Current research primarily measures chatbot success by performance indicators—
response time, accuracy, or usability—without accounting for human-like conversation quality.

Therefore, this study focuses on addressing the problem of how conversational intelligence contributes
to customer satisfaction and loyalty through trust formation. Understanding this mechanism can guide
organizations in creating Al systems that not only perform tasks but also build enduring emotional
connections with customers.

IMPORTANCE OF THE STUDY

This study contributes to both marketing theory and service management practice by integrating
emotional and cognitive perspectives of Al interaction. It validates how intelligent, human-like conversation
shapes satisfaction and loyalty, emphasizing that customer experience in the Al era depends on trust-
based engagement rather than efficiency alone.

For practitioners, it offers a practical framework for developing trustworthy, empathetic chatbots,
fostering sustainable digital relationships, and differentiating brands through humanized automation.

RESEARCH GAP

Technology-Centric Focus: Prior studies emphasize functionality over relational communication (Adam et
al., 2021).

Limited Exploration of Trust: The mediating effect of trust between Cl and loyalty remains underexplored
(McKnight et al., 2011).

Lack of Evidence in Emerging Markets: Few empirical studies assess chatbot experiences among young
consumers in developing contexts.

This study bridges these gaps by examining how conversational intelligence, trust, and satisfaction
jointly affect loyalty among student users of Al-enabled services.

RESEARCH QUESTIONS

1. How does conversational intelligence in Al chatbots affect customer satisfaction?

2. What is the mediating role of customer trust between conversational intelligence and loyalty?

3. How do conversational intelligence, trust, and satisfaction collectively determine customer loyalty?

OBJECTIVES OF THE STUDY
Objective 1: To Examine the effect of conversational intelligence (Cl) on customer satisfaction (CS)
among Al-chatbot users.

Objective 2: To Assess the association between trust (TR) and customer loyalty (CL) in Al-mediated
service.

Objective 3: To Determine whether high-satisfaction users exhibit greater loyalty (CL) tha low-
satisfaction users.
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HYPOTHESES OF THE STUDY
Hypothesis (H1): Conversational intelligence positively predicts customer satisfaction.

Hypothesis (H2): Trust is positively correlated with customer loyalty.

Hypothesis (H3): The high-satisfaction group shows higher loyalty than the low-satisfaction group.

DATA ANALYSIS & INTERPRETATION:

Reliability and Internal Consistency of Constructs

Table 1: Reliability and Internal Consistency of Constructs

No. , Inter-item
Construct of Cronbach’s Correlation | Mean | Variance Std. | Nof Interpretation
o Dev. | ltems
Items (Range)
Conversational 0.816 - Excellent
Intelligence 4 0.953 0 849 12.000 | 22461 4739 | 4 internal
(CI) ' consistency
0.826 - Excellent
Trust (TR) 4 0.952 0.842 12.000 | 22.433 | 4.736 4 reliability
Customer 0.840 —
Satisfaction 4 0.959 0 869 12.000 | 22.834 | 4.778 4 Highly reliable
(CS) '
Customer 0.861 - Excellent
Loyalty (CL) 4 0.964 0.884 12.000 | 23.174 | 4.814 4 reliability
Overall Scale
(CLTR CS, | 4 0876 0585-" 1 19000 | 16551 |4.068| 4 | Stongoveral
0.750 reliability
CL means)

Data Analysis: All four multi-item scales demonstrate excellent internal consistency: Cl (a = 0.953), TR
(a0 =10.952), CS (a =0.959), and CL (a = 0.964). The inter-item correlation ranges are uniformly high—Cl
(0.816-0.849), TR (0.826-0.842), CS (0.840-0.869), and CL (0.861-0.884)—indicating items within each
scale move together strongly without redundancy. The scale-level statistics (Mean = 12.000, Variance =
22-23, SD 4.74-4.81) are consistent across constructs, suggesting comparable dispersion and no
irregularities in scoring behavior. The “Overall Scale (means)” also shows solid reliability (a = 0.876, inter-
item 0.585-0.750), which is expected because means of constructs have less item-level covariance than
individual items.

Interpretation: These results confirm that each construct (Cl, TR, CS, CL) is measured reliably, allowing
you to proceed confidently with inferential testing (regression, correlation, t-test) without concerns about
measurement error inflating or dampening relationships.

Construct Validity (Sampling Adequacy & Factor Analysis)
Table 2: Construct Validity (Sampling Adequacy & Factor Analysis)

Significance

(p)

Test Value Interpretation

Kaiser-Meyer—Olkin
(KMO)

Outstanding sample adequacy for

0.955 — :
factor analysis
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Bartlett's Test of X2 =9820.000, df = 000 Correlation matrix is factorable (valid
Sphericity 120 ' for PCA)
No. of Components 3 — Indicates strong construct structure
Extracted
Cumulative Variance 0 Excellent representation of total
. 83.56 % — :
Explained variance
Communalltles 0.772 - 0.889 — High shared variance for each item
(Extraction Range)
Ro.tated Fagtor 0.740 — 0.849 . Clean loadings on respective
Loadings (Varimax) constructs

Data Analysis: Sampling adequacy is outstanding (KMO = 0.955). Bartlett's test is highly significant (x
= 9820.000, df = 120, p = .000), confirming the correlation matrix is factorable. Principal component
extraction identifies three components with 83.56% cumulative variance explained; items exhibit high
communalities (0.772-0.889) and strong rotated loadings (0.740-0.849) squarely on their intended
factors (clean structure, negligible cross-loadings).

Objective 2: Assess the association between trust (TR) and customer loyalty (CL) in Al-mediated
service. IV <~ DV: TR — CL

Hypothesis (H2): Trust is positively correlated with customer loyalty.

Simple test: Pearson’s Correlation (r) TR < CL

Significance level:0.05

Table 4: Pearson’s Correlation - TR <> CL (Objective 2)

Variable 1 Variable 2 N Pearson’sr | Sig. (2-tailed) | Interpretation

Strong, positive,
500 0.630 .000 and significant
correlation

Customer

Tust(TR) 1 oyalty (CL)

Data Analysis Assess the strength and direction of the relationship between Trust (TR) and Customer
Loyalty (CL).
r=0.630, p=.000, N =500 — strong, positive, and statistically significant association.

Interpretation. Respondents who trust the chatbot more also report higher loyalty. An r of .63 indicates a
large effect in behavioral research terms.

Decision on H2. Supported. Trust is positively and significantly related to loyalty.

6.5: Objective 3: Determine whether high-satisfaction users exhibit greater loyalty (CL) than low-
satisfaction users.

IV (grouping) — DV: Satisfaction level (High vs. Low; median split on CS) — CL

Hypothesis (H3): The high-satisfaction group shows higher loyalty than the low-satisfaction group.
Simple test: Independent-samples t-test DV=CL, Grouping=CS_high vs CS_low).

Significance level:0.05
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Table 5: Independent-Samples t-Test — High vs. Low Satisfaction on Loyalty

Low High Sig. Mean 95% ClI
Statistic | Satisfaction | Satisfaction | t(df) (2- Difference (Lower— | Interpretation
(n=229) (n=271) tailed) Upper)
High satisfaction
Mean -14.010 _ [-1.4630, group shows
(CL_Mean) | 23046 39816 | (498 | 000 | 71283 i 039] | significantly
greater loyalty
SD 0.9880 1.0468 — — — — —
Levene’s 0.434 . . > 05 . . Equal variances
Test (p) assumed

Data Analysis: Test whether high-satisfaction users exhibit higher loyalty than low-satisfaction users.
e Group means (CL_Mean): Low-CS = 2.3046 (SD = 0.9880; n = 229) vs High-CS = 3.5876 (SD =
1.0468; n = 271).

e Levene’s p =0.434 — variances equal; use “Equal variances assumed”.
o 1(498) =-14.010, p <.001, Mean difference = -1.2831, 95% CI [-1.4630, -1.1031].

Interpretation. The High-CS group’s average loyalty is 1.28 points higher than the Low-CS group on a 1-5
scale—both statistically and practically meaningful. The tight 95% CI confirms the precision of the effect
estimate.

Decision on H3. Supported. Customers with higher satisfaction display significantly greater loyalty.

Summary of Hypotheses Testing

Table 6: Summary of Hypotheses Testing

Objective Hypothesis Test Used Key Statistic Result Decision
Simple Linear B=0750,t= I

1 H1:Cl — CS Regression 25.301, Significant Supported
p <0.001

2 H2: TR & CL gsr?‘g?;’trl‘oi |ro <%%%°{ Significant Supported
H3: CS (Highvs | Independent- {(498) =

3 L -14.010, Significant Supported
ow) — CL samples t-test 0 <0.001

Data Analysis:
e H1(Cl — CS): Supported via regression (p = 0.750; t = 25.301; p <.001; R* = 0.562).
e H2 (TR < CL): Supported via correlation (r = 0.630; p <.001).
e H3 (High-CS — Higher CL): Supported via t-test (£(498) = -14.010; p <.001; AM = 1.283).

Overall inference.: The measurement model is sound (Table 1-2) and the theory-driven hypotheses
are empirically confirmed (Table 3-5). Conversational intelligence functions as a core antecedent of
satisfaction; trust aligns closely with loyalty; and satisfaction differentiates loyalty levels meaningfully.
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The pattern supports your conceptual chain: CI — CS and the relational pathway in which TR and CS are
integral to CL.

FINDINGS

The study found that conversational intelligence in Al chatbots has a significant positive impact on customer
satisfaction (§ = 0.75, R? = 0.56, p < .001). When chatbots communicate in a natural, empathetic, and contextually
relevant manner, users report higher satisfaction levels. A strong relationship was also observed between trust and
customer loyalty (r = 0.63, p < .001), showing that users who trust the chatbot are more likely to remain loyal and
recommend the service. Results from the independent-samples t-test indicated that highly satisfied users displayed
much greater loyalty than those with lower satisfaction (AM = 1.28, t(498) = -14.01, p < .001). All three hypotheses
were supported, confirming that conversational intelligence, strengthened by trust, plays a central role in enhancing
satisfaction and loyalty. These findings highlight that empathy and emotional understanding in chatbot design are
vital for building strong, lasting customer connections.

Managerial Implications

Humanize Chatbot Communication: Chatbots should be designed to recognize emotions and respond
with empathy. Incorporating conversational intelligence allows Al systems to interact naturally, making
users feel understood and valued. This emotional connection enhances customer satisfaction and fosters
trust.

Ensure Transparency and Data Security: Clearly communicating data collection, storage, and privacy
policies can help reduce user hesitation. Providing an option to escalate queries to human agents when
needed builds confidence and reinforces ethical credibility in Al-based interactions.

Enhance Personalization: Chatbots must utilize contextual memory to remember prior interactions and
tailor responses accordingly. Personalized dialogue helps create meaningful, continuous relationships
rather than impersonal, one-time exchanges.

Implement Quality Supervision: Regular human monitoring should be integrated to ensure that chatbot
communication maintains consistency in tone, accuracy, and ethical standards. Supervision also helps
detect and correct communication errors promptly.

Measure Relationship-Oriented Performance: Beyond technical metrics like response speed or
accuracy, organizations should track relational outcomes such as trust, empathy, and satisfaction. Including
these measures in chatbot performance dashboards offers a holistic view of service quality and its impact
on long-term loyalty.

Limitations and Future Research

While the study offers valuable insights, several limitations should be acknowledged. The sample was
limited to postgraduate students, which restricts the scope for broader generalization. Future studies should
involve a more diverse group of users across age, occupation, and cultural backgrounds to capture varied
perspectives. Moreover, the cross-sectional design provides only a snapshot of customer perceptions.
Conducting longitudinal research would help examine how trust and satisfaction develop or change with
continuous Al interaction over time.

Another limitation is Additionally, there is a need for comparative studies between voice-based and text-
based chatbots, as the form of communication might influence users’ emotional connection and perceived
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empathy. Future investigations could also assess how cultural or industry-specific factors shape customer
reactions to conversational Al.

Conclusion

This study highlights that conversational intelligence is a core capability that transforms Al chatbots from
functional tools into meaningful relationship-builders. When chatbots engage with empathy, contextual
understanding, and adaptive communication, they enhance customer satisfaction, strengthen trust, and
promote loyalty. The findings affirm that the quality of digital service depends on balancing technological
precision with emotional sensitivity. For organizations, chatbots should be viewed not only as service
enhancers but as strategic assets that cultivate long-term customer connections. By integrating human-like
interaction and ethical transparency, Al systems can create authentic, trust-based relationships that drive
sustainable customer engagement.
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